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authors post their articles via links on their home pages and
in preprint archives, communication and connections seem
to occur more naturally in email and general social network
sites, such as Twitter and LinkedIn. In contrast, academic
social networks such as Academia.edu and ResearchGate
now combine communication and dissemination by incor-
porating a repository for scholarly information within a
social network site for researchers [42]. Thus, they provide a
new way for scholars to disseminate their publications and
hence potentially change the dynamics of informal scholarly
communication. In the following part of this section, we
describe major academic social networks and their target
audiences and community norms.

ResearchGate2 is a social network site for researchers
to create their scientific profiles, to list their publications
among others and to interact with each other. It also pro-
vides researchers with a functionality to create discussion
groups, share updates, results, and resources with their
networks, and internal search engine that allows users to
search through major databases. In addition, researchers can
upload their published articles onto their personal profile
pages and access events such as scientific conferences and
research jobs.

Academic.edu3 is a platform for scholars to share their
research, monitor deep analytics around the impact of their
research, and track the research of academics they follow in
specific fields. Since its inception in September 2008, over 22
million users signed up and added about 6 million papers

2. http://www.researchgate.net/
3. http://www.academia.edu/

and 1.5 million research interests. It also attracts over 36
million unique visitors per month.

Mendeley4 is a free reference manager and academic
social network. It provides a securely storing place for
users. Users can generate their citations and bibliographies
in the style of their choices which are compatible with
Microsoft Word, LibreOffice, and BibTeX . It also helps
researchers to share and collaborate with each other to tackle
research assignments, share feedback ,and write papers.
Furthermore, researcher can connect with colleagues, peers
or classmates to follow their research outputs and showcase
their published research to people around the world.

VIVO5 is an open-source interdisciplinary scientific so-
cial networking site developed by Cornell University as
a platform to promote inter-disciplinary collaboration and
to help recruit competitive faculty and students [41], [43].
Over time, VIVO has transformed to a platform that enables
collaborations and discoveries among scientists across all
disciplines. It creates a network of scientists that can facil-
itate scholarly discovery and allows institutions to provide
semantic web-compliant data to the network.

BioWebSpin6 is a leading professional network in Life
Sciences, connecting academia with industry. It contains
100, 000 registered companies and organizations and over
10 million users. Its smart tools and boards including Dash-
board, Biomatching, PubAdvanced, KOL Identification, and
Job/Event Boards enable users to find and connect with the
right partners, and look up information.

4. https://www.mendeley.com/
5. http://www.vivoweb.org/
6. http://www.biowenspin.com/
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TABLE 1
Basic information of Major Digital Libraries and Search Engines

Name Discipline Description Access Reference
Manage-
ment

Provider Search
Engine/Digital
Library

ACM Digital Library Computing and
Information
Technology

Comprehensive collec-
tion of full-text arti-
cles and bibliographic
records

Subscription No Association for
Computing Ma-
chinery

Digital library

Arnetminer Computer Sci-
ence

Comprehensive search
and mining services for
researcher social net-
works

Free No Tsinghua Uni-
versity

Both

arXiv Multidisciplinary Highly-automated elec-
tronic archive and dis-
tribution server for re-
search articles

Free No Cornell Univer-
sity

Both

CiteSeerX Computer and
Information
Science

Evolving scientific liter-
ature digital library and
search engine

Free No Pennsylvania S-
tate University

Both

DBLP Computer Sci-
ence

Open bibliographic in-
formation on comput-
er science journals and
proceedings

Free No University of
Trier

Digital library

Google Scholar Multidisciplinary Indexing the full text
or metadata of scholar-
ly literature across dis-
ciplines

Free No Google Search engine

IEEE Xplore Computer Sci-
ence, Engineer-
ing, Electronics,

Online service used to
index and search social
networks

Subscription No IEEE Computer
Society

Digital library

Mendeley Multidisciplinary Crowdsourced
database of research
documents

Free Yes Mendley Search engine

Microsoft Academic Search Multidisciplinary Provides many innova-
tive ways to explore sci-
entific papers, confer-
ences, journals, and au-
thors.

Free No Microsoft
Search Engines

Search engine

PubMed National Medicine Accessing primarily the
MEDLINE database of
references and abstracts
on biomedical topics

Free No U.S. National
Library of
Medicine

Both

ScienceDirect Multidisciplinary A leading full-text sci-
entific database offer-
ing journal articles and
book chapters

Subscription No Elsevier Digital library

Scopus Multidisciplinary A bibliographic
database containing
abstracts and citations
for academic journal
articles

Subscription No Elsevier Digital library

Web of Knowledge Multidisciplinary An academic citation
indexing and search
service

Subscription No Thompson
Reuters

Digital library

MyScienceWork7 was created in August 2010 by Vir-
ginie Simon. Then, it has featured as a popular science
media outlet dedicated to news about multidisciplinary
professional research. It provides research institutes and
universities with innovative platforms to share and promote
scientific research. It works to make science more collabo-
rative and allows access to a database of over 31 million
scientific publications.

2.4 Data Indexing and Discovery
In many scientific disciplines, research has become increas-
ingly data-intensive and collaborative as a result of inno-
vations in the production and storage of large data sets.

7. http://www.mysciencework.com/

However, data sharing efforts are currently impaired by lack
of proper incentives and sharing tools for data producers,
practical frameworks for data standardization and indexing,
and effective data discovery mechanisms [44]. As a result,
currently, data generated for research analysis remain con-
fined at their origins or are shared in a sub-optimal way just
to realize the mandates of funding agencies and scientific
journals. The provision of data sharing can be achieved
in similar fashion with service-level agreements that define
the form and quality of services in the current information
technology infrastructure. As scholarly data is the most
important asset for scientific research, building an uniform
data-sharing agreement with incentives, policies, and tool-
s for academic databases can enormously promote data
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sharing and discovery. This requires common consensus 
with researchers, professional societies, journal publishers, 
funding agencies, and information scientists to motivate 
users to share their data and thereby making data easily 
discoverable by different types of users.

In existing academic databases, Digital Object Identifiers 
(DOIs) are used to facilitate the data discovery and interop-
erability search in scholarly publications. Data Management 
tools require the integration of consistent and appropriate 
data structure to facilitate data sharing and discovery. Be-
sides, automated tools that can index the data in line with 
specifications and annotations for scholarly data collections 
are critical for easy discovery and access to data. As data 
sharing inspires collaboration, journal publishers, and data 
repositories such as Nature, Cell, Elsevier, Springer, and 
PloS introduce a guideline for authors to deposit supple-
mental information of the data sets they used in their 
experiments [44]. Academic databases such as IEEE digital 
library and Web of Science index scholarly articles by title, 
abstract, key words, authors’ names, conferences or journal-
s. Meanwhile, Microsoft Academic Searches and other major 
web-based services provide an Application Programming 
Interface (API) to access data sets for research purpose.

2.5 Big Data Storage Mechanism
Most of existing academic databases manage merely con-
ferences and journals publications. However, apart from re-
search publications, scholarly information encompasses var-
ious scholarly outputs such as slides, books, and algorithm-
s. These data are available in structured, semi-structured 
or unstructured forms. This imposes challenges in data 
management and analysis using traditional databases and 
techniques. Thus, we need to renovate academic databases 
and also develop a new way to collect, store, and access 
scholarly information. The new BSD technology should 
minimize hardware and processing costs and verify its 
value at reasonable operation resources, as well as improve 
performance and facilitates innovation in academic services.

Properly stored scholarly data should be accessible, safe, 
and manageable [45]. With the proliferation of computing 
technology, the enormous amount of information can be 
handled without requiring supercomputers and high cost. 
Currently, there are many management tools and techniques 
such as Google BigTable and Data Stream Management 
System (DSMS) [46]. Most widely used tools and techniques 
for big data are Hadoop, MapReduce, and Big Table. De-
tailed investigations on these tools are discussed in [47],
[48]. However, academic databases and repository should 
investigate how to migrate and renovate their services for 
effectively processing large amounts of scholarly data effi-
ciently, cost-effectively, and in a timely manner.

3 BIG SCHOLARLY DATA ANALYSIS METHODS

Once we have acquired the scholarly data sets, the next 
step is how to analyze these data sets. The data sets col-
lected from academic social networks, digital libraries, and 
academic search engines contain various entities, including 
text, images, graphs, and various relationships. So, how 
to extract useful information and detect potential scien-
tific laws from these data sets? In this paper, we mainly

consider three ways of exploring scholarly data including
statistical analysis, social network analysis, and text mining
technologies. In the following, we first briefly introduce four
popular scholarly data sets and then introduce BSD analysis
methods.

3.1 Popular Scholarly Datasets
In order to help researchers better explore academic society,
many digital libraries and search engines have made avail-
able their data sets, which can be downloaded freely or by
requesting access. Among these open access data sets, data
sets of AMiner, Microsoft Academic Graph (MAG), DBLP,
and American Physical Society (APS) are widely used for
various research purposes. We have listed the basic features
of these four data sets in Table 2. Among them, Aminer and
DBLP mainly focus on the field of computer science. APS
focuses on the field of Physics while MAG is collected from
all disciplines. These data sets have been widely used to
explore the science of science.

3.2 Statistical Analysis
Statistical analysis is the foundation of various methods
that are used for processing datasets. It takes advantages of
statistical theory. By analyzing the statistical features of data,
such as mean, variance, coefficient, entropy, mathematical
distribution and maximum/minimum value, scholars can
find the inherent laws and regular patterns, so as to further
solve critical research questions.

As a classical way of processing data, statistical analysis
has been widely studied and well used nowadays. For ex-
ample, Ke et al. [49] statistically analyzed the phenomenon
of sleeping beauty in science. They introduce a systematic,
large scale and fundamental analysis of the statistical fea-
tures of sleeping beauty phenomenon. They discover the
distribution of quantity of sleeping beauties, which is con-
tinuous and of power-law behavior, suggesting a common
mechanism behind delayed but intense recognition at all
scales.

However, data sets are becoming bigger, diversifor-
m, and complicated. Traditional probability-based methods
may not meet the demands of processing BSD. Fortunately,
powerful tools and technologies have been developed in-
cluding, machine learning, complex network analysis, deep
learning and so on. Since the scholarly data set mainly
contains two features, i.e., the network property and the
text property, we will introduce these technologies from
the perspectives of scholarly network analysis and scholarly
text mining.

3.3 Scholarly Network Analysis
With the fast development of e-Science and Web 2.0, aca-
demic information becomes more open and easily accessed.
Scientists nowadays are more dependent on scholar infor-
mation than ever and various relationships among scholars
have been established. An invisible social network comes
into earth through academic activities, such as academic
communications and collaborations, named academic social
network (ASN). ASN is a special social network. How to
in-depth mine the ASN effectively in the time of BSD has



IEEE Transactions on Big Data,Year: 2017, Volume: 3, Issue: 1 8

TABLE 2
Basic Features of Four Popular Free-access Scholarly Data Sets

Data Set Discipline Size Updated time Downloading Link
Aminer Computer Science 710MB 2013− 02− 26 https://aminer.org/billboard/AMinerNetwork

APS Physics 1.21GB 2014− 07− 21 http://journals.aps.org/datasets
DBLP Computer Science 297MB 2015− 09− 05 http://dblp.uni-trier.de/xml/
MAG Multidisciplinary 29.8GB 2015− 08− 31 http://research.microsoft.com/en-us/projects/mag/

become an emerging topic. A potential solution is the social
network analysis (SNA), which aims at studying the social
relationships based on network theories. The application of
SNA into ASN allows to analyze the academic relationships
and to help understand the academic collaborations, as well
as the citation behaviors.

3.3.1 Fundamental Network Topologies
The study of ASN involves using complex network analysis
methods to investigate the topologies and dynamics of ASN,
and finding out the sociological theories and laws based
on network structural properties. Network topologies can
be used to characterize and represent connections within a
given social network. Here, we describe some fundamental
network topologies that are mostly used in ASN.

Average path length: Path length is a basic metric to
show the distance between two nodes in a network. Average
path length can be defined as the average distance of any
two nodes in a given network, which can be calculated as:

L =
1

1
2N(N − 1)

Σi≥jdij (1)

where N is the number of nodes and dij is the distance
between node i and node j. Based on its definition, a shorter
average path length means that the network is more closely
connected and information will spread faster.

Clustering coefficient: Clustering coefficient is a mea-
sure of how the nodes in a network cluster with each other.
For example, in a coauthor network, with some possibilities,
two friends of a given scholar may become friends with each
other. Clustering coefficient can vividly depict how close
your academic circle is. Clustering coefficient for a scholar i
with neighbor di can be defined as:

Ci =
2Ei

di(di − 1)
(2)

where Ei is the number of edges among scholar i’s neigh-
bors.

Degree centrality: Degree centrality is a measure of the
importance of a node and how influential a node is within
an ASN. A node’s in or out degree mean the number of
connections that lead into or out of the node. Given an
adjacency matrix of a graph, the degree centrality can be
calculated as:

Di = Σnj=1aij (3)

where aij is the [i, j] entry of the matrix.
Many studies have been done on analyzing the statistical

characteristics of ASN, such as network scope, number of
publications per scholar, average number of coauthors per
scholar and average number of authors per publication. At
the same time, other researchers have studied the charac-
teristics of academic social network dynamics. It has been

found that as time goes on, the density of ASN becomes
bigger, network diameter becomes smaller, and clustering
coefficient becomes larger.

Among all the works that focus on basic statistic and
topology analysis, Newman’s research is the most famous
one [13]. By investigating the structure of scientific col-
laboration networks using data drawn from a number of
databases including, biomedical research, physics, and com-
puter science, he found that collaboration networks exhibit
the “small world” phenomenon. He further investigated
the number of authors, mean papers per author, mean
authors per paper, the number of collaborators, the giant
component, average degrees of separation and clustering in
scientific collaboration networks [14], [50].

3.3.2 Academic Social Network Analysis Tools

ASN analysis tools can be used to describe, analyze, and
simulate an ASN by representing the characteristics of the
network [51]. The main functions of ASN analysis tools
include representation, visualization, characterization, and
community detection of a given network. There are many
tools that can be used to analyze ASN. Here, we will briefly
introduce five mostly used tools namely CiteSpace, Gephi,
Pajek, igraph, and NetworkX, as shown in Table 3.

CiteSpace: CiteSpace [52] is a free citation analysis tool
for visualizing and analyzing trends and patterns in scien-
tific literature. It supports structural and temporal analysis
of various networks, such as collaboration networks, co-
citation networks, and citation networks. The main input
data source is the Web of Science. It can also be used for i-
dentifying emerging research area, finding citation hotspots,
and decomposing a network into clusters.

Gephi: Gephi [53] is a widely used open source software
for network analysis. It provides fruitful access to network
data, such as online social networks and Email networks,
and allows network clustering, spatializing, navigating and
filtering. Gephi has a flexible and multi-task architecture
for new possibilities to work with complex data sets and
provides high-quality data visualization results.

igraph: igraph [54] is developed to handle large graph-
s efficiently, and can be embedded into a higher lev-
el programming language both interactively and non-
interactively. It contains routines for designing, creating and
visualizing networks, calculating various network proper-
ties with different file formats.

Pajek: Pajek [55], which has a long history with four
versions is a widely used software for drawing networks.
Pajek is a tool for analyzing large networks. It allows to
handle networks with millions of nodes and edges. Pajek
includes implementations for classic graph theories like
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TABLE 3
Comparisons of four widely used ASNA tools

Software Platforms Language Access Features
CiteSpace Windows/iOS Java Free Visualizing and analyzing trends and patterns in scientific literature;

knowledge domain visualization
Gephi Windows/Linux/iOS Java Free Exploratory Data Analysis; Social Network Analysis; Link Analysis
igraph Windows/iOS C/R/Python/Perl Free A collection of network analysis tools with the emphasis on efficiency,

portability and ease of use
NetworkX Windows/iOS Python Free Creation, manipulation, and investigation of the structures, dynamics,

and functions of complex networks
Pajek Windows/iOS C/R Free Analysis and visualization of large networks having some thousands or

even millions of vertices

minimum spanning trees, and also implements algorithms
like the community detection.

NetworkX: NetworkX [56] is a comprehensive network
analysis tool. It provides the calculation of basic network
features and allows integrating network structures with
custom objects and data structures. Using NetworkX, stan-
dard algorithms can be used to analyze the network struc-
ture including, degree distributions, clustering coefficients,
shortest paths, spectral measures, and communities.

3.3.3 Types of Scholarly Networks
Recently many studies have been done on investigating
scholarly networks in data mining community. The basic
motivation is to exploit knowledge from BSD to provide
better academic services for scholars. From a macro sense,
the static statistics and topologies of academic networks
have been extensively studied. From a micro sense, ex-
tensive attentions have been paid to academic community
dynamics and impact assessment of scholars. The inter-
actions among researchers can be explored from different
types of scholarly networks. Typically, there are five types
of academic networks presenting academic interactions, ci-
tation networks, co-author networks, co-citation networks,
co-words networks and hybrid networks [57], as can be seen
from Fig. 5.

Co-author Networks Modern science is becoming more
collaborative, where scholars work together across disci-
plines. Collaboration, presented by co-authorship, is now
a ubiquitous behavior for all disciplines. Based on the co-
authorship, we may construct a co-author network [58]. In
co-author networks (or scientific collaboration networks),
two scientists are considered connected if they have coau-
thored a paper. Understanding the social rules of co-author
networks is especially important because it helps explore the
organization of scientific communities as well as the social
process of science.

According to Andrade et al. [59], the co-author net-
works can be classified into three categories, cross-discipline
with sub-dimensions of interdisciplinary [60] and intra-
disciplinary [61], geographic with international [62] and
intranational [63], and sector with intersector [64] and intra-
sector [65].

Citation Networks Another mostly investigated scien-
tific network is the citation network, which is a kind of in-
formation network [17]. There is a basic difference between
citation networks and collaboration networks because cita-
tion networks are not personal social networks, where the
nodes are publications.

One of the popular goals of analyzing citation network
is to measure the impact of a given paper or a scholar.
Ding [66] took advantage of weighted PageRank algorithm
to measure the popularity of a scholar based on a citation
network. Yan et al. [67] used weighted citation to measure
an article’s prestige based on the assumption that weighted
citations capture the popularity whereas citation counts cap-
ture the impact. Leydesdorff [68] used network centrality to
measure the impact of journals.

Co-citation Networks The co-citation relationship is a
phenomenon of co-occurrence in information science. If
both papers A and B are cited by a paper C, they will have
a co-citation relationship. And a network whose nodes have
such relationships is called co-citation networks [69]. In such
networks, there is a strong relationship between two linked
nodes indicating that they have similar research interest or
related topics.

Typically, there are mainly two types of co-citation
analysis methods namely author co-citation analysis and
document co-citation analysis [70]. The primary goal of
co-citation network analysis is to identify the intellectual
structure of a given domain [24] as well as to reveal scientific
topics [23].

Bibliographic Coupling Networks Similar to co-citation
network, bibliographic coupling network is also extracted
from citation networks, where two papers are linked if they
both cite a same article. One of the important properties of
bibliographic coupling networks is that there is no delay for
the calculation of the links between articles because all data
needed are present upon publications.

Bibliographic coupling network has been widely used
to identify research specialties, examine interdisciplinary,
and map the backbone of science [57]. For example, Boy-
ack and Klavans [71] analyzed the possibilities of using
bibliographic coupling networks to detect research fronts.
They further compared the accuracy of cluster solutions
used for similar approaches including, co-citation analysis,
bibliographic coupling, direct citation, and a bibliographic
coupling-based citation-text hybrid approach.

Co-word Networks The co-word relationship is also a
co-occurrence phenomenon. The network is constructed by
co-words (all words or keywords), where the node repre-
sents the keywords of papers. Based on the definition, if
two keywords appear in different publications at the same
time, there will be a certain semantic relation among these
publications as well as certain research topics among their
authors [72].

In [73], Wang et al. introduced the method of building
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Fig. 5. Four most popular types of Scholarly networks

co-word networks. With social network analysis methods,
they studied the structural properties of co-word networks,
where the average distance is 2.814 and the clustering
coefficient is 0.735, which demonstrates the existence of
small-word characteristic.

Hybrid networks Previous four networks are homoge-
neous networks where the nodes are unified. However, in a
real scholarly network, there are multiple types of entities
(papers, authors, venues) and multiple types of relations
among these entities. In this case, the nodes in a network
can be papers and authors simultaneously. Networks with
such characteristic are hybrid networks. Rather than focus-
ing solely on either citation or coauthor networks hybrid
networks allow us to study how people and not just papers
cite in another paper.

Scholars have constructed several heterogeneous schol-
arly networks that can incorporate more than one entity
such as bi-typed networks [74] and star-typed heteroge-
neous networks [75]. P-rank in [74] constructed a hybrid
scholarly network containing a citation network and two
co-author networks to examining influence in scholarly
communication networks. Sun et al. [75] proposed a schema
that contains four academic entities (papers, topics, authors,
and venues) and four academic relationships (citations, pub-
lications, collaborations, and mentioning).

3.4 Scholarly Text Mining
Beside the network structure of BSD, every article is full of
words, sentences and texts. Thus, mining the scholarly text
data plays an important role in BSD analysis. Scholarly text
mining or knowledge discovery from text focuses on the
analysis of content. Since Text Data Mining is firstly intro-
duced by Feldman and Dagan [76], the technique has been
widely employed to analyze data from online social media

to scientific publications [77]. The problem of text mining
has gained massive attentions in recent years because of the
large amounts of text data, which are created in various
scholarly networks, online academic social networks and
bibliographic databases. Current research in the area of
text mining, as a sub-area of data mining, relies on the
methods from the areas of information retrieval, information
extraction, and natural language processing on order to
analyze text-based corpus [78]. As a bibliographic analysis
method, scholarly text mining mainly tackles the problem
of large-scale topical analysis of publications covering a
specific domain, institution and country [79].

3.4.1 Textual Pattern Analysis
Texting mining methods input raw language documents
such as corpus, and output patterns, relationships, and
connections related to documents. The existing methods
for scholarly data mining either try to assign topics to
documents based on a given keyword set (document clas-
sification) or find groups of similar documents (documents
clustering). At the same time, tremendous efforts have been
made to the topic-level analysis of scholarly corpus based
on topic modeling algorithms.

Document classification aims at assigning pre-defined
topics to text documents. For example, given a specific
topic like ”computer science” or ”social science”, document
classification could automatically label each incoming pub-
lications. It mainly takes advantage of index term selection,
bayes classifier, nearest neighbor classifier, decision tree
classifier, and support vector machine [80]. Whatever the
specific method employed, a text classification task starts
with a training set D = (d1....dn) of documents that are
already labeled with a class Lελ (e.g. computer science,
social science). Document classification has been applied
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in various domains, such as the email classification, news 
filtering, opinion mining, and document organization and 
retrieval [81].

On the other hand, document clustering takes advantage 
of an unsupervised learning approach to group unlabeled 
documents into labeled document groups, where docu-
ments within the same group are similar to one another 
[79]. Many approaches of document clustering are based 
on vector space representation, hierarchical, or partition 
approaches. Document clustering has been well studied. For 
example, Lin et al. [82] proposed a semantic document clus-
tering method which can automatically cluster biomedical 
literature search result into groups for better understanding 
of literature search results. A more specific overview of 
clustering may be found in [83].

Scholarly documents contain various types of text in-
cluding keywords, title, abstract, full text and so on. 
Through text mining approaches, we can find out the knowl-
edge structures and scientific patterns. Analyzing the co-
occurring keywords extracted from the title, abstract, or full 
text is one of the most widely used techniques in scholarly 
text mining, and has been extended to the coauthor or 
coheading clustering [84]. Leydesdorff et al. [85] used text 
mining to extract keywords from title and combined it 
with co-words to identify possible relationships between 
different contexts across different domains.

Text mining has also been applied to citation analysis to 
study citations from documents. Kostoff et al. [86] used this 
method to identify the pathways through which researcher 
can impact each other. Porter et al. proposed a similar 
research profiling approach to improve traditional literature 
reviews by identifying topical relationships [87]. Further-
more, researchers employed both the research profiling and 
journal profiling to investigate research trends [88].

Text mining has long been applied in patent analysis. 
Bhattacharya, Kretschmer, and Meyer [89] adopted text 
mining to gain co-citations and co-words between patents in 
order to study the connection between patents. Li et al. [90] 
took advantages of text mining to identify citation patterns 
within patents.

Apart from keyword analysis, many researchers have 
used text mining on full-text analysis [91], [92], [93]. Glenis-
son et al. combined full-text analysis and bibliometric indi-
cators to propose a hybrid text mining method [91]. Song et 
al. used full-text mining to build a PubMed citation database 
in order to study the knowledge structure [92]. Liu et al 
[93] took advantage of full-text mining to identify the most 
significant publications given a specific domain.

3.4.2 Topical Analysis
Topic modeling has been proposed as an unsupervised 
method to study the contents of large document collections. 
The goal of topic-level analysis is to identify topics from 
scholarly data sets automatically by exploiting the word 
distribution in a corpus. The most classical model is called 
Latent Dirichlet Allocation (LDA) [94], which has been 
widely used because it provides a probabilistic model for 
the latent topic layer.

LDA is capable of clustering words, documents, authors,
and other related entities based on latent topics. To be
specific, given a document d, a multinomial distribution

S

W

T

Fig. 6. The graphical description of LDA

θd over topics T is sampled from a Dirichlet distribution
with parameter α. For each word wdi from document di,
a topic tdi is picked from a topic multinomial distribution
ψt sampled from a Dirichlet distribution with parameter β.
Thus, we can calculate the probability of a word w from a
document d as follows:

P (w|d, θ, ψ) =
∑
tεT

P (w|t, ψt)P (t|d, θd) (4)

Then, the likelihood of corpora C is:

P (T,W, |Θ,Ψ) =
∏
dεD

∏
tεT

θndt

dt ×
∏
tεT

∏
wεW

ψntw
tw (5)

where ndt is the number of times that the topic t has been
mentioned in a document d, and ntw represents the number
of times that the word w has been associated with a topic
t. In other words, the model probabilistically depicts the
process of writing a paper: the scholar first chooses specific
topics and then employs words that are highly related
with these topics to write an article [95]. The graphical
description of LDA can be seen from Fig. 6, where S denotes
the whole document and z denotes a specific topic.

After the birth of LDA, it has been widely extended
and used on various topics associated with scholarly data
analysis [96], [97], [98]. Blei and Lafferty [96] proposed
a dynamic topic model by extending classical state space
models to get the topic evolution. Ding et. al [98] took
advantages of topic modeling to provide topic-based article
impact analysis. Tang et. al [97] applied the LDA to depict
the topic distribution of authors, conferences, and citations
simultaneously. They further combined the topic model
with random walk framework for the academic search.
Ding [98] integrated the topic modeling with path-finding
to analyze the scientific collaborations and endorsement in
the research area of information retrieval.

4 BIG SCHOLARLY DATA APPLICATIONS

In the previous section, we briefly introduce BSD analysis
methods, which provide powerful approaches to processing
scholarly data. At the same time, scholarly data analysis
involves various applications, which can not only provide
better academic services for scholars, but also help to better
understand the science of science. For example, academic
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recommendation systems can help scholars to overcome 
the information overloading problem by publication recom-
mendations. In this section, we examine several hot research 
topics of BSD.

4.1 Scientific Impact Evaluation

The ability to measure scientific impact is vital for the 
governments and businesses which must decide how to 
allocate reputations and funds. Scholars also are interested 
in identifying the most influential papers, journals, scholars, 
and institutions. The measurement of scholarly impact has 
been experiencing rapid change with the development of 
scientific communications and the possibility of accessing 
BSD. BSD analysis has provided tools and techniques to 
assess scientific impact in new ways [99], [100], [101]. In 
this section, we highlight the scientific impact evaluation of 
three scientific entities including, paper, scholar, and journal.

4.1.1 Article Impact Evaluation

Evaluating the impact of a single scientific article has been 
extensively studied for a long history in bibliometrics and 
scientometrics, which helps researchers find high-quality 
related works. Traditional ranking methods mostly lever-
age citation counts [4], [102] as the base for evaluating 
how important an article is. However, merely citation-based 
ranking methods can not capture the dynamic nature of 
scholarly communications. Thus, many efforts have been 
made to employ additional information. Walker et al. [103] 
proposed CiteRank, which integrates the publication time 
into random walk model to predict future citation for each 
article. This model may capture the dynamics of publica-
tions by giving a high score to recent published articles. 
Nevertheless, this method merely used publication time and 
citation, which can not fully represent the impact of an 
article.

To tackle this problem, Sayyadi and Getoor [104] in-
troduced a ranking model named FutureRank, which cal-
culates the future rank score of each article by utilizing 
citations, authors, and time collaboratively. In FutureRank 
model, a new publication is expected to have a higher im-
pact if its authors had published prestigious papers before. 
Furthermore, P-Rank [74] constructs a heterogenous schol-
arly network with various entities including, publications, 
authors, and journals to measure the article impact. Wang et 
al. [11] developed a method that ranks scientific articles by 
exploiting citations, authors, journals, and time information. 
This method employs a P ageRank + HIT S framework 
to exploit different kinds of information simultaneously in 
heterogenous networks.

4.1.2 Author Impact Evaluation

Evaluating the cumulative impact of a scholar’s research 
outputs is of great importance because of the limited re-
sources in academia. Such quantification provides a ref-
erence for policy makers in university faculty recruitment 
and credit allocation. The publication records and citation 
records are obviously helpful. Hirsch [105] took the lead in 
quantifying author impact by proposing h-index, which is 
defined as the number of papers with citation number ≥ h.

Later on, g-index [106] was proposed to measure the global
performance of authors as an improvement of the h-index.

Recent works begin to rank authors in heterogeneous
networks with various types of nodes and relationships. A
co-Ranking method [107] was proposed by Zhou et al. to
rank authors and their publications between the authorship
and citation networks. Meng et al. [108] introduced a Co-
Rank framework which ranks authors and their publica-
tions iteratively and leverages the output of each round to
reinforce the ranking of authors and papers. Furthermore,
Tri-Rank was proposed by Liu et al. [109] which considers
venue information to co-rank authors, papers and venues
simultaneously.

4.1.3 Journal Impact Evaluation
Another important entity in scientific impact evaluation is
the journal. Impact of journals in a given research can be
computed using journal impact factor (JIF) [12], which is
defined as the average number of citations in a year given
to those articles in a journal published in the previous 2
years. However, JIF computes a mean over a heavy-tail
distribution of citation counts, which may suffer from the
limitation of identifying odd distribution of citations [110].
The EigenFactor metric [111] was proposed to rank journals
based on PageRank on journal-journal citation graphs gen-
erated through paper citation networks.

4.2 Academic Recommendation
With the development of online academic services, such as
advanced academic digital libraries, online academic social
networks, and academic search engines, scholars can get
access to scholarly information more easily. However, prob-
lems emerge in connection with information overloading.
For example, researchers have to be well aware of recent
developments in the topics they are working on. With the
number of publications getting larger and larger, scholars
need to choose related papers from massive potential can-
didates, which is time-consuming and tedious. To tackle
this problem, the recommendation technology has been
developed for scholars, including the academic paper (or
literature) recommendation, collaboration recommendation,
and venue recommendation.

4.2.1 Literature Recommendation
The academic community has produced millions of publi-
cations and the number of publications is growing all the
time. Scholars have to search papers for reading and citing
in order to better understand a new research topic. Liter-
ature plays a critical role in academic research. However,
under the BSD context, traditional keyword-based searching
method can not satisfy the requirement for most related pa-
pers. Many studies have been done to solve this problem by
coming up with academic paper recommendation methods
[112].

An early example of paper recommendation is proposed
by McNee et al. [15]. The authors proposed a collaborative
filtering-based approach for paper recommendations. They
employed the citation web between papers to create the
rating matrix, which is the basic component of collaborative
filtering algorithm. They also investigated six algorithms for
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selecting citations. Because of the advantages of collabora-
tive filtering, their method can better solve the cold-start 
problem. Torres et al. [16] expanded this method by combing 
the collaborative filtering and content-based filtering. Their 
results indicate that by combining these two methods, we 
can improve the accuracy of the paper recommendation.

Besides the content and citation relationships, He et 
al. [113] developed a novel paper recommendation ap-
proach based on the citation context. They believe that a 
high quality paper recommendation should match the local 
contexts of the citations. Based on this idea, they proposed 
a non-parametric probability model to measure the context-
relevance between a citation context and a document. By 
performing experiments on CiteSeerX, they find out that 
their methods can recommend citations for a specific context 
effectively.

Random Walk algorithm is applied into paper recom-
mendation by Gori et al. [114]. They proposed a Paper-
Rank algorithm based on the citation network and random-
walker properties. Since the number of citations among 
papers is relatively small, the constructed citation networks 
are often sparse. Kucuktunc et al. [115] proposed a fast 
paper recommendation algorithm utilizing a sparse matrix 
generated from the citation graph.

At the same time, some researchers begin to use social-
aware information to improve the performance of paper 
recommendations [116], [117]. Motivated by the importance 
of social characteristics of scholars in an academic social 
network, Xia et al. [117] proposed a folksonomy-based 
scholarly paper recommendation algorithm. Asabere et al.
[116] further proposed a socially aware recommendation 
algorithm for scholarly paper recommendations.

4.2.2 Collaboration Recommendation
In academia, scientific achievements may not be reached 
without the collaboration among scholars. Previous Re-
search has shown that being cooperative is a necessary 
characteristic for a successful researcher and researchers 
are becoming more cooperative [118], [119]. Therefore, it 
would be instrumental for scholars to get acquainted with 
other scholars. The academic collaborator or collaboration 
recommendation technology can help scholars find related 
scholars for collaborations.

The recommendation of academic collaborations is a 
special recommendation problem where two scholars are 
recommended to do research together [120]. For doing such 
recommendations, it is necessary to consider the academic 
relationships among researchers. For example, in [121], the 
authors defined two metrics to measure the relationships 
among researchers. The two metrics are Global Coopera-
tion and Global Correlation. Global Cooperation is used to 
measure how frequently two scholars have collaborated and 
Global Correlation is used to measure how similar the areas 
of the scholars are. Based on the DBLP digital library, they 
construct the scientific collaboration network and evaluate 
their methods.

Previous studies usually formalize the academic collab-
oration recommendation as a link prediction problem [122],
[123], [124]. The basic idea is that based on an academic 
social network, how to predict when will two nodes, which 
are not connected, connect with each other. In [122], Brandao

et al. used concepts from social network analysis for collab-
oration recommendation in academic social networks. They
proposed two new metrics considering the social principles
including homophily and proximity. They focused on ana-
lyzing how these two metrics influence the recommendation
performance. At the same time, Xia et al. [123] considered
how to recommend most related collaborators for scholars.
They proposed a novel algorithm named MVCWalker based
on random walk with restart. They exploited three academic
factors, i.e., coauthor order, latest collaboration time and
times of collaboration when calculating the link importance
between researchers. Through extensive experiments on
DBLP dataset, they found that incorporating the above aca-
demic factors can improve the precision, recall rate, and the
coverage rate of academic collaboration recommendations.

Interdisciplinary collaborations have become more and
more popular and necessary in academic society. However,
it is more difficult to establish cross-domain cooperations for
researchers. Cross-domain collaboration recommendations
are more challenging compared with traditional collabora-
tion in the same domain because of the sparse connections
between different research domains. Tang et al. [125] de-
veloped the Cross-domain Topic Learning (CTL) to address
this problem. CTL model consolidates the cross-domain
recommendation through topic layers, which can alleviate
the sparseness issue. Guo and Chen [126] further studied
the cross-domain collaboration recommendations by comb-
ing co-author relationships and co-citation relationships to
construct networks. The experiments show that citation
information can help improve the performance of cross-
domain collaboration recommendations.

4.2.3 Venue Recommendation
Academic conferences do not just serve to present research
progress, but also to bring scholars in the same domain
together, which can foster potential collaborations. How-
ever, choosing the most related venues to attend may be
time-consuming at a large conference with several paral-
lel workshops. At the same time, scholars attending the
conference are moving around, joining different talks at
different rooms. Thus, how to recommend suitable venues
for scholars becomes a critical problem.

In order to recommend presentation session venues at
conferences, Pham et al. [127] proposed the context-aware
mobile recommendation system. They combined the social
context gained from academic social networks with spatio-
temporal of scholars and gave venue recommendations
through mobile devices. The basis of their algorithms is
collaborative filtering.

Hornick et al. [128] proposed a social information rec-
ommendation system that helps scholars find out talks
they may wish to listen during large academic conferences.
Furthermore, Xia et al. [129] designed a socially aware
venue recommendation algorithm which considers both the
location and time contextual data. Their recommendation
technology hybridized the computation of similar interper-
sonal relationships and personality traits among scholars.
They used a combination of pearson correlation, social ties,
contextual information, and degree centrality to generate
social-aware venue recommendation for scholars. Further
more, they enhanced their methods through integrating the
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current context of both the smart conference community and 
participants in [130].

4.3 Expert Searching
Recent research trends have shown that expert search-
ing/finding (ES) as a research issue has been given enor-
mous attention from organizations and academia. The pur-
pose of expert searching with a proven expertise for a 
given keyword depends on different contexts. Primarily, ES 
idea began in organizations where building knowledge base 
encompasses descriptions of people’s skills [131] and later 
on is widely studied in different contexts. Following the 
introduction of Text Retrieval Conference (TREC) enterprise 
track in 2005, various works are dedicated to expert search-
ing [132], [133], [134].

Identifying expert based on the query in associated doc-
uments requires constructing communication graphs which 
show the flow of information and knowledge. For exam-
ple, a communication graph can be constructed between 
authors and articles to evaluate author’s expertise in a 
given domain. Thus, constructing the communication graph 
based on the links of topic embedded in the documents 
is an important step. HITS, PageRank and Affinity are 
some of the widely used algorithms which may calculate 
expertise scores in the graph with/without random-walk 
based approaches. Based on previous research on ES, the 
predominantly used techniques can be categorized as: 1) 
profile-centric methods where an expert knowledge is di-
rectly derived from associated documents; 2) document-
centric methods where first the documents are identified as 
per the query and then followed by locating the associated 
experts [131]. In the subsequent section, we describe each 
approach with related research works.

4.3.1 Profile-centric Method
In this approach, an expert knowledge is directly derived 
from associated documents. Profile-centric methods con-
struct an expert profile as a mock document based on 
descriptions relevant to the expert, for example, job de-
scriptions [131]. In academia, there is a common consensus 
that productive scholars are most likely considered experts. 
Thus, expert profile can be constructed with authors aca-
demic performance associated features such as the average 
publications per annum and the number of publications in 
journals with or without the query topics in their contents. 
For a given query, the ES algorithms try to find experts by 
matching the query with expert profiles and return a list 
of the most relevant experts in the order of their relevance 
scores [132].

4.3.2 Document-centric Methods
Most computerized ES techniques depend on document-
based relevance to predict the expertise level of experts for 
a given domain [135], [136], [137]. This technique assumes 
that scholars’ papers are positively related to their exper-
tise on the query level. In contrast to profile-centric ES, 
in document-based ES, first relevant documents should be 
identified and categorized to domains prior to actually link 
documents to experts. Classifying research publications to 
domains can make expert finding easier. Keyword retrieval

and unsupervised clustering are some of commonly used
methods for document classification purposes. For exam-
ple, researchers in [138] develop a recommendation system
which utilizes both ranking and clustering methods.

In academia where researchers usually publish their
findings in conferences or journals, document-centric ap-
proach is more appropriate and powerful to find expert-
s. Taking an old notion that one’s publications represent
his/her expertise [50] is fundamental to search experts in
bibliographic data. This data contains related information
that reveals researcher’s research area, quality of works
(from venues where he/she published works), his/her col-
laborations with other researchers and fund securing history
among others. Accordingly, many research works are devot-
ed to find experts in academia based on bibliographic data
[135], [139], [140].

However, the increasing research works with rapid gen-
erations of research publications and the increasing pop-
ularity of academic social networks challenge the existing
approaches and algorithms to tackle the problem of locating
experts in the area of BSD. As a result, researchers need
to investigate new ways to address these issues through
new approaches or enhancing existing approaches for ES
in bibliographic data.

5 OPEN ISSUES AND CHALLENGES

In previous sections, we have surveyed several key issues
associated with BSD mining including, academic recom-
mendations, scientific impact evaluations, and the expert
finding. Besides these research topics demonstrated above,
there are still many open issues which are representative
of critical directions both at the theoretical and the applied
levels. We give a non-exhaustive, subjective lists of such
issues that seem particularly promising for further research
in this section.

5.1 Standard Evaluation Method
Various digital libraries and academic search engines have
provided various services with different methods. For ex-
ample, in order to evaluate the impact of a given scholar, a
lot of ranking methods have been proposed, such as the
citation, H-index, g-index, and i10-index [141]. However,
different evaluation methods may have great differences.
While a lot of methods of processing BSD exist, we have
few ways to evaluate them. We need to develop standard
rubrics, standard data sets, and benchmarks for evaluating
these different methods.

5.2 Big Scholarly Data Platform
To enable the easy acquisition of sufficient BSD, academic
search engines usually need to crawl useful information
from the Web such as scholars’ homepages and then store
and index collected data. Previous client/server architecture
might be able to process the data through single pipeline
data processing and static crawling strategies. However,
since scholarly data is growing fast, traditional systems
cannot meet the demand of the high data throughput. Thus,
more sophisticated scholarly data platforms other than just
traditional user-oriented services should be designed to
enable more advanced and useful scholarly applications.
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5.3 Beyond the Publication
Previous studies of scholarly data sets mainly focus on the 
process of scholars writing an article. Citation relationships 
and coauthor relationships extracted from publications are 
two widely and deeply investigated directions. However, in 
the meantime, various other relationships have apparently 
not been investigated. For example, as can be seen from 
Fig. 2, beside coauthoring with others, scholars may be 
editors or reviewers in a specific conference, or be members 
of an institution. These positions or reputations may reflect 
the influence or scientific output compared with merely 
citation-based methods. Thus, how to gain and integrate 
scholars’ multiple properties and relationships is a promis-
ing research topic, which may help to analyze our academic 
society more comprehensively.

5.4 Altmetrics
With the easy access to BSD, we can now evaluate the impact 
of a publication more efficiently and effectively from various 
aspects. We now can not only use citation to evaluate the 
scientific impact, but also use some other information from 
online social media or scholarly products, including times 
of commenting, downloading, and sharing, which can be 
defined as altmetrics [142]. However, the use of altmetrics in 
scientific output evaluation is still an open issue. Does social 
media sharing correlate with subsequent citation rates for a 
given article? There is a critical demand for analyzing the 
correlations between citations and altmetrics.

5.5 Conflict of Interest
Although the recent citation-based scientific impact evalu-
ating methods have obtained remarkable successes, these 
methods may conceal anomalous citations. There may exist 
potential conflicts of interest (COI) relationships between 
scholars in citing. To be specific, COI indicates scholars or 
institutions involved in the same interest of various aspects, 
and they may deliberately cite themselves or other people 
with close relationships. When evaluating the scientific im-
pact, we need to identify and analyze the COI relationships 
for fairness. How to define and quantify the potential COI 
between scholars is important and challenging.

5.6 Heterogeneous Networks Analysis
Most real-world scholarly networks are heterogeneous, con-
taining entities of different types, such as authors, papers, 
venues, year of publication, and terms in a bibliographic 
network. Modeling co-evolution of multi-typed objects can 
capture richer information than that on single-typed entity 
alone. For example, studying the co-evolution of authors, 
venues, and terms in a bibliographic network can better 
explain the evolution of research areas than just examin-
ing co-author networks or term networks alone. Although 
heterogenous networks provide a richer semantic view of 
the data, the added complexity makes it difficult to directly 
apply existing techniques that work well on homogeneous 
networks. To further understand scientific interaction pat-
terns and their impacts, future hot research topics and 
interdisciplinary research evolutions, conducting research 
tailored towards heterogeneous academic networks analysis

is promising. The possibly research ideas are devising new
methods, approaches, and techniques to bridge gaps in
existing methods to analyze homogeneous networks.

6 CONCLUSION

BSD analysis has been accelerating in recent years. Many
researchers have realized the importance of using technolo-
gies from data mining to understand scholarly data. The
availability of unprecedented amounts of BSD on scientists’
collaborations, documents sharing and publications open
the possibility of investigating science itself as well as scien-
tists ourselves. BSD can greatly accelerate the development
of science by promoting scientific collaborations, scholar
data sharing, and fair fund allocation methods. Although
it is of great value to mine and analyze scholarly data,
more investigations are needed to comprehensively study
this topic.

In view of this, we introduce the emerging area of BSD
in this survey work. We now have a good opportunity
as scholars to understand and benefit academia under the
BSD environments. In academia, BSD analysis is enabling
researchers to do research conductively, institutions and
governments to move away from experience-based to data-
driven policy design. It is time to take advantage of the
power of BSD to promote the development of novel learning
technologies to advance science and technology.
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[9] A. A. Ferreira, M. A. Gonçalves, and A. H. Laender, “A brief
survey of automatic methods for author name disambiguation,”
Acm Sigmod Record, vol. 41, no. 2, pp. 15–26, 2012.

[10] M. Khabsa and C. L. Giles, “The number of scholarly documents
on the public web,” PloS one, vol. 9, no. 5, p. e93949, 2014.

[11] Y. Wang, Y. Tong, and M. Zeng, “Ranking scientific articles by
exploiting citations, authors, journals, and time information,” in
Twenty-Seventh AAAI Conference on Artificial Intelligence, 2013.

[12] E. Garfield, “The history and meaning of the journal impact
factor,” Jama, vol. 295, no. 1, pp. 90–93, 2006.

[13] M. E. Newman, “The structure of scientific collaboration net-
works,” Proceedings of the National Academy of Sciences, vol. 98,
no. 2, pp. 404–409, 2001.



IEEE Transactions on Big Data,Year: 2017, Volume: 3, Issue: 1 16

[14] D. J. Watts and S. H. Strogatz, “Collective dynamics of small-
worldnetworks,” nature, vol. 393, no. 6684, pp. 440–442, 1998.

[15] S. M. McNee, I. Albert, D. Cosley, P. Gopalkrishnan, S. K. Lam,
A. M. Rashid, J. A. Konstan, and J. Riedl, “On the recommending
of citations for research papers,” in Proceedings of the 2002 ACM
conference on Computer supported cooperative work. ACM, 2002,
pp. 116–125.

[16] R. Torres, S. M. McNee, M. Abel, J. A. Konstan, and J. Riedl,
“Enhancing digital libraries with techlens+,” in Proceedings of the
4th ACM/IEEE-CS joint conference on Digital libraries. ACM, 2004,
pp. 228–236.

[17] M. Newman, Networks: an introduction. Oxford University Press,
2010.

[18] W. Wang, J. Liu, S. Yu, C. Zhang, Z. Xu, and F. Xia, “Mining
advisor-advisee relationships in scholarly big data: A deep learn-
ing approach,” in Proceedings of the 16th ACM/IEEE-CS on Joint
Conference on Digital Libraries. ACM, 2016, pp. 209–210.

[19] R. P. Light, D. E. Polley, and K. Börner, “Open data and open code
for big science of science studies,” Scientometrics, vol. 101, no. 2,
pp. 1535–1551, 2014.

[20] Z. Guo and H. Jin, “A rule-based framework of metadata ex-
traction from scientific papers,” in Distributed Computing and
Applications to Business, Engineering and Science (DCABES), 2011
Tenth International Symposium on. IEEE, 2011, pp. 400–404.

[21] J. Huang, Z. Zhuang, J. Li, and C. L. Giles, “Collaboration
over time: characterizing and modeling network evolution,” in
Proceedings of the 2008 International Conference on Web Search and
Data Mining. ACM, 2008, pp. 107–116.

[22] Z. Shen, K.-L. Ma, and T. Eliassi-Rad, “Visual analysis of large
heterogeneous social networks by semantic and structural ab-
straction,” Visualization and Computer Graphics, IEEE Transactions
on, vol. 12, no. 6, pp. 1427–1439, 2006.

[23] T. Kuhn, M. Perc, and D. Helbing, “Inheritance patterns in
citation networks reveal scientific memes,” Physical Review X,
vol. 4, no. 4, p. 041036, 2014.

[24] D. Zhao and A. Strotmann, “The knowledge base and research
front of information science 2006–2010: An author cocitation and
bibliographic coupling analysis,” Journal of the Association for
Information Science and Technology, vol. 65, no. 5, pp. 995–1006,
2014.

[25] I. G. Councill, C. L. Giles, and M.-Y. Kan, “Parscit: an open-source
crf reference string parsing package.” in LREC, 2008.

[26] C. Clark and S. Divvala, “Pdffigures 2.0: Mining figures from
research papers,” in Proceedings of the 16th ACM/IEEE-CS on Joint
Conference on Digital Libraries. ACM, 2016, pp. 143–152.

[27] S. Tuarob, S. Bhatia, P. Mitra, and C. L. Giles, “Algorithmseer: A
system for extracting and searching for algorithms in scholarly
big data,” IEEE Transactions on Big Data, vol. 2, no. 1, pp. 3–17,
2016.

[28] S. R. Choudhury, P. Mitra, A. Kirk, S. Szep, D. Pellegrino, S. Jones,
and C. L. Giles, “Figure metadata extraction from digital docu-
ments,” in Document Analysis and Recognition (ICDAR), 2013 12th
International Conference on. IEEE, 2013, pp. 135–139.

[29] S. R. Choudhury, S. Tuarob, P. Mitra, L. Rokach, A. Kirk, S. Szep,
D. Pellegrino, S. Jones, and C. L. Giles, “A figure search engine
architecture for a chemistry digital library,” in Proceedings of the
13th ACM/IEEE-CS joint conference on Digital libraries. ACM, 2013,
pp. 369–370.

[30] S. Lawrence and C. L. Giles, “Searching the web: General and
scientific information access,” in Internet Technologies and Services,
1999. Proceedings. First IEEE/Popov Workshop on. IEEE, 1999, pp.
18–31.
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