ABSTRACT

Twitter has attracted millions of users to share and disseminate most up-to-date information, resulting in large volumes of data produced every day. However, many applications in Information Retrieval (IR) and Natural Language Processing (NLP) suffer severely from the noisy and short nature of tweets. In this paper, we propose a novel framework for tweet segmentation in a batch mode, called HybridSeg. By splitting tweets into meaningful segments, the semantic or context information is well preserved and easily extracted by the downstream applications. HybridSeg finds the optimal segmentation of a tweet by maximizing the sum of the stickiness scores of its candidate segments. The stickiness score considers the probability of a segment being a phrase in English (i.e., global context) and the probability of a segment being a phrase within the batch of tweets (i.e., local context). For the latter, we propose and evaluate two models to derive local context by considering the linguistic features and term-dependency in a batch of tweets, respectively. HybridSeg is also designed to iteratively learn from confident segments as pseudo feedback. Experiments on two tweet data sets show that tweet segmentation quality is significantly improved by learning both global and local contexts compared with using global context alone. Through analysis and comparison, we show that local linguistic features are more reliable for learning local context compared with term-dependency. As an application, we show that high accuracy is achieved in named entity recognition by applying segment-based part-of-speech (POS) tagging.
EXISTING SYSTEM:

 
Nowadays we have so many social networking sites. But we are using all sites for update states and sharing photos, videos and so on. There is no alert for bad weather situation, earthquakes and so on. That’s why we will go to do develop those options in existing system.
Disadvantage:
1. Time loss.
2. Quality of message reduced.
PROPOSED SYSTEM:
 
Tweets are posted for information sharing and communication. The named entities and semantic phrases are well preserved in tweets. The global context derived from Web pages (e.g., Microsoft Web N-Gram corpus) or Wikipedia therefore helps identifying the meaningful segments in tweets. The method realizing the proposed framework that solely relies on global context is denoted by HybridSegWeb. Tweets are highly time-sensitive so that many emerging phrases like “She Dancin” cannot be found in external knowledge bases. However, considering a large number of tweets published within a short time period (e. g., a day) containing the phrase, it is not difficult to recognize “She Dancin” as a valid and meaningful segment. We therefore investigate two local contexts, namely local linguistic features and local collocation. Observe that tweets from many official accounts of news agencies, organizations, and advertisers are likely well written. The well preserved linguistic features in these tweets facilitate named entity recognition with high accuracy. Each named entity is a valid segment. The method utilizing local linguistic features is denoted by HybridSegNER. It obtains confident segments based on the voting results of multiple off-the-shelf NER tools. 
Advantage:
1. To achieve high quality tweet segmentation.
2. Tweets are highly time-sensitive.
PROBLEM STATEMENT:
This paper presents an investigation of the real-time nature of Twitter that is designed to ascertain whether we can extract valid information from it. We propose an event notification system that monitors tweets and delivers notification promptly using knowledge from the investigation. In this research, we take three steps: first, we crawl numerous tweets related to target events; second, we propose probabilistic models to extract events from those tweets and estimate locations of events; finally, we developed an alerting reporting system that extracts earthquakes from Twitter and sends a message to registered users. Here, we explain our methods using an earthquake as a target event.
SCOPE:
First, to obtain tweets on the target event precisely, we apply semantic analysis of a tweet. For example, users might make tweets such as “Earthquake!” or “Now it is shaking,” for which earthquake or shaking could be keywords, but users might also make tweets such as “I am attending an Earthquake Conference,” or “Someone is shaking hands with my boss.” We prepare the training data and devise a classifier using a Support Vector Machine (SVM) based on features such as keywords in a tweet, the number of words, and the context of target-event words. After doing so, we obtain a probabilistic spatiotemporal model of an event. We then make a crucial assumption: each Twitter user is regarded as a sensor and each tweet as sensory information.
MODULES:
1. Admin Module.
2. User Module.
ADMIN MODULE:
In this module admin can register and he can login. After login he will do users list and delete users. He can see user’s tweets and he can delete also. He gets messages from users about earthquakes. Admin will confirm and he will forward to the all users in this site.
USER MODULE:

In this module user can register. And he can login. User can sent tweets to others and he will receive tweets from others. User can replay for others tweets. He can send only 140 characters tweets. He can search people in this site and he will follow other users and he will also followed by other users. He can send earthquakes reports to admin. And all users get earthquake alerts from admin. Whenever admin send earthquake alerts that time users are moving to another places. User can update his profile information and he can upload his photos.
Literature survey:
Literature survey is the most important step in software development process. Before developing the tool it is necessary to determine the time factor, economy n company strength. Once these things r satisfied, ten next steps are to determine which operating system and language can be used for developing the tool. Once the programmers start building the tool the programmers need lot of external support. This support can be obtained from senior programmers, from book or from websites. Before building the system the above consideration are taken into account for developing the proposed system.

Hardware Requirements:

· System

:   Pentium IV 2.4 GHz.

· Hard Disk
:   40 GB.

· Floppy Drive
:   1.44 Mb.

· Monitor
:   14’ Colour Monitor.

· Mouse

:   Optical Mouse.

· Ram

:   512 Mb.
· Keyboard
:   101 Keyboards.
Software Requirements:

· Operating system 
:   Windows XP.
· Coding Language
:   ASP.Net with C#
· Data Base

:   SQL Server 2005.
