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ABSTRACT

Revealing the Trace of High-Quality JPEG Compression through Quantization Noise Analysis To identify whether an image has been JPEG compressed is an important issue in forensic practice. The state-of-the-art methods fail to identify high-quality compressed images, which are common on the Internet. In this paper, we provide a novel quantization noise-based solution to reveal the traces of JPEG compression. Based on the analysis of noises in multiple-cycle JPEG compression, we define a quantity called forward quantization noise. We analytically derive that a decompressed JPEG image has a lower variance of forward quantization noise than its uncompressed counterpart. With the conclusion, we develop a simple yet very effective detection algorithm to identify decompressed JPEG images. We show that our method outperforms the state-of-the-art methods by a large margin especially for high-quality compressed images through extensive experiments on various sources of images. We also demonstrate that the proposed method is robust to small image size and chroma subsampling. The proposed algorithm can be applied in some practical applications, such as Internet image classification and forgery detection.
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EXISTING SYSTEM
   One of the weaknesses of all encryption systems is that the form of the output data (the cipher text),   if intercepted, alerts the intruder to the fact that the information being transmitted may have some importance and that it is therefore worth attacking and attempting to decrypt it. This aspect of cipher text transmission can be used to propagate disinformation, achieved by encrypting information that is specifically designed to be intercepted and decrypted. In this case, system assume that the intercept will be attacked, decrypted and the information retrieved.
     The ‘key’ to this approach is to make sure that the cipher text is relatively strong and that the information extracted is of good quality in terms of providing the attacker with ‘intelligence’ that is perceived to be valuable and compatible with their expectations, i.e. information that reflects the concerns/ interests of the individual and/or organization that Encrypted the data. 
This approach provides the interceptor with a ‘honey pot’ designed to maximize their confidence especially when they have had to put a significant amount of Work in to ‘extracting it’. The trick is to make sure that this process is not too hard or too easy. ‘Too hard’ will defeat the object of the exercise as the attacker might give up; ‘too easy’, and the attacker will suspect a set-up. 
Limitations of existing system

· This system allows limited participation to avoid traffic flow and from attack.                It provides more security. 

· It is applicable for authentication of e-documents. 
· It is most important for securing certificates, personnel documents, bond-papers that are send via email.

PROPOSED SYSTEM
 We also demonstrate that the proposed method is robust to small image size and chroma sub sampling. The proposed algorithm can be applied in some practical applications, such as Internet image classification and forgery detection. In this paper, we propose a method to reveal the traces of JPEG compression. The proposed method is based on analyzing the forward quantization noise, which is obtained by quantizing the block-DCT coefficients with a step of one. A decompressed JPEG image has a lower noise variance than its uncompressed counterpart. Such an observation can be derived analytically. The main contribution of this work is to address the challenges posed by high-quality compression in JPEG compression identification. Specifically, our method is able to detect the images previously compressed with IJG QF=99 or 100, and Photoshop QF from 90 to 100. Experiments show that high-quality compressed images are common on the Internet, and our method is effective to identify them. Besides, our method is robust to small image size and color sub-sampling in chrominance channels. The proposed method can be applied to Internet image classification and forgery detection with relatively accurate results. It should be noted that the proposed method is limited to discriminating uncompressed images from decompressed ones which have not undergone post-processing.
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Modules Description

Discrete cosine transform
Traces of JPEG compression may be found directly in the spatial domain (image intensity domain). Quantizing the high-frequency DCT (discrete cosine transform) coefficients with a quantization table containing large quantization steps produces ringing effects when a JPEG image is decompressed

A. Notations

Throughout the paper, the image pixels or DCT coefficients are always in upper case symbols, and the noises introduced during JPEG compression are using lower case symbols. The block-DCT coefficients in 8 × 8 grid are numbered from 1 to 64. The first coefficient (u = 1) is the mean of all pixel values in an 8×8 block and is called a DC coefficient due to its low-pass property. The other coefficients are high-pass in nature and are called AC coefficients. The corresponding noises in DCT domain are also using the index u to indicate their locations. Similarly, the pixels in spatial domain and the corresponding noise in the same location can also be indexed from 1 to 64, and we use m to denote their indexes. We drop the frequency index u or spatial index m when there is no ambiguity.

B. Quantization Noise

 The information loss due to the JPEG quantization process can be referred to as quantization noise, which is defined as:

C. General Quantization Noise Distribution 

 
In general, the distribution for quantization noise as defined in (1) is given by:

where fy and fY is respectively the distribution for y and Y, and q is the quantization step. Since integer rounding is a quantization operation with q = 1, (2) also applies to rounding noise.

D. Specific Quantization Noise Distribution 

In [31], we found that the quantization noise of the first-round compression (given in Property 1) is different from that of the second round (given in Property 2). Property 1: The quantization noise of the first compression cycle has the following distributions.

Identification Of Decompressed Jpeg Images Based On Quantization Noise Analysis


From above, we know that the quantization noise distributions are different in two JPEG compression cycles. In the following, we first define a quantity, call forward quantization noise, and show its relation to quantization noise. Then, we give the upper bound of its variance, which depends on whether the image has been compressed before. Finally, we develop a simple algorithm to differentiate decompressed JPEG images from uncompressed images.

A. Forward Quantization Noise 

Given an uncompressed image, by performing the JPEG encoding phase, we can obtain its quantization noise of the first compression cycle. On the other hand, given an image that has been compressed once but stored in an uncompressed format, we can no longer retrieve the quantization noise of the first compression cycle. However, we can compute the quantization noise of the next cycle. To be unified, we call the quantization noise obtained from an image for the current available upcoming compression cycle as forward quantization noise.

PERFORMANCE EVALUATION

 In this part, we evaluate the performance of the proposed algorithm by comparing our method with Luo et al.’s method [4] (referred to as Luo’s method), which is better than [3] and is regarded as the current state of the art. We also use Lai and Böhme’s method [25] (referred to as Lai’s method) for comparison, which was targeted for countering anti-forensics purpose but may also be applicable in identifying decompressed JPEG images. The training-based method (referred to as SPAM method) [34] with the SPAM (subtractive pixel adjacency matrix) feature and the SVM (support vector machine) classifier, which was designed for steganalysis, is also included for comparison.

Evaluation on Gray-Scale Images With Designated Quality Factor

 We conducted experiments with the following settings to validate our method on gray-scale images. 1) Image Set: Our image set is composed of 3,000 images, with 1,000 of them coming from BOSSbase ver 1.01 image database [35], 1,000 from NRCS image database [36], and 1,000 from UCID image database [37]. These publicly available image sets are a reliable source of uncompressed images. Some of them have been used in [4]. The images are first converted into gray-scale and then center-cropped to generate images of smaller sizes, i.e., 256 × 256, 128 × 128, 64 × 64, and 32 × 32 pixels. The uncompressed images as well as their corresponding decompressed JPEG images are used for evaluation. In Fig. 2, we show the distribution of the pixel variance for the uncompressed images.
Evaluation on Color Images 

Since color images are pervasive in daily life, we verify the performance on color images. 1) Test Image Set: We use the same source image set as that in Section IV-A. The color images are first center cropped to some smaller sizes, and then compressed with designated IJG QFs. During compression, we generate two types of color JPEG images. For the first type, there is no down-sampling operation on color channels.

2) Evaluation Metrics and Results: We use the constant threshold giving out the false positive rate of 1% to compute the true positive rate. Since the luminance images are exactly the same as that in Section IV-A, the thresholds are the same as that in Table I.

The results on two different chroma sub-sampling types are reported in Table VI and VII, respectively. It can be observed that the trend of the performances is similar to the case of gray-scale images. The performances of Luo’ method and our method may slightly decrease on color images.


introduced due to color space conversion. For our method, the variance of forward quantization noise of a decompressed image in color representation is thus larger than that in grayscale representation. Since we use the same threshold as the gray-scale case, the true positive rate, which measures how many decompressed images have a noise variance below the threshold, decreases. The sub-sampling on the chrominance channels does not deteriorate the performance much when compared to the non-sub-sampling case, which demonstrates that applying our method only to the luminance channel is effective.
Evaluation on JPEG Images From a Database With Random Quality Factors 
Since the decompressed JPEG images encountered in daily life are coming from different sources, and thus having been compressed with varying quality factors. We conduct the following experiment to show the performance on random quality factors.

Test Image Set: To increase the amount and the diversity of images for testing, and also to test whether the thresholds of the methods heavily rely on image database, we use the test image set composed of 9,600 color JPEG images created by Fontani et al. [39], which we called REWIND SYNTHESIS database. In this database, 4,800 images are generated with IJG QFs randomly selected from the set {40, 50, · · · , 100}. These images are referred to as “Original”. The rest 4,800 images are divided into four classes (referred to as Class 1 to Class 4). Each class contains 1,200 images where aligned or non-aligned double compression operation is performed in a portion of each image. The QF in the first compression, QF1, is randomly chosen from the set {40, 50, · · · , 80}, and the QF in the second compression is set to QF2 = QF1+20. Readers can refer to [39] for details of the four classes. Since all the images in the REWIND SYNTHESIS database are already JPEG compressed, the images are decompressed and saved in uncompressed format in our experiment to play the role of positive samples. We also divide the images of original size 1024 × 1024 pixels into smaller sizes. It is equivalent to the case that we have 153,600 images with size 256 × 256, 614,400 images with size 128 × 128, 2,457,600 images with size 64 × 64, and 9,830,400 images with size 32 × 32.
PRACTICAL APPLICATIONS 
In the previous section, we have reported the performance of different methods on identifying decompressed images in designated image sizes. In practical scenarios, the methods may be applied to images with arbitrary sizes and it is infeasible to give a threshold for each individual image size. This raises a question: how to apply the methods in practical applications? In this section, we address the issue in two applications.

A. Internet Image Classification
The first application of our JPEG identification method is Internet image classification. Internet search engines cur gently allows users to search by content type, but not by compression history. There may be some graphic designers who wish to differentiate good-quality decompressed images from uncompressed images in a set of images returned by Internet search engines. In this case, searching images by compression history is important. In this section, we show the feasibility of such an application.

Image Classification Algorithm: We first convert color images into gray-scale images. Then we divide each image into non-overlapping macro-blocks of size B × B (e.g., B = 128, 64, or 32). If the dimension of the image is not exactly the multiple times of B, the last a few rows or columns are removed from testing. Next, we perform JPEG identification on each macro-block. We can use the threshold as given in Table I for each macro-block size. For a test image I, suppose it contains a total number of N(B) macro-blocks, and assume a number of D(B) macro-blocks are identified as decompressed. We use a measuring quantity, called block hit (BT), to assess the proportion of macro-blocks being identified, i.e.,
Forgery Detection 
The second application of our method is image tampering detection. Once an image has inconsistency in JPEG compression history among different parts, possible forgery may be detected. Suppose an image forgery is composed of two parts as illustrated in Fig. 6. Part A is from a decompressed JPEG image, while Part B is inserted from another image. Even if Part A is decompressed from a high-quality compressed JPEG image, our method is capable of detecting image forgery that belongs to one of the following cases.

SYSTEM REQUIREMENT SPECIFICATION

HARDWARE REQUIREMENTS
· System   

:  
Pentium IV 2.4 GHz. 

· Hard Disk 

:  
80 GB.
· Monitor  

:  
15 VGA Color. 

· Mouse   

:  
Logitech. 

· Ram   

:  
512 MB. 
SOFTWARE REQUIREMENTS 
· Operating system  
:  
Windows 7 Ultimate

· Front End


:
Visual Studio 2010

· Coding Language 
: 
C#.NET

· Database


:
SQL Server 2008

Output:
[image: image2.png]ook 11

(Cick on Loaded Image to zoomin

wos3am |
6/5/2015

B =N






